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Conclusions:
Deep Learning has low mean 

absolute percentual estimation error 

compared to multi exponential fitting 

or polynomial fitting, and it also 

produces fewer outliers

Scope:
The spin-lattice relaxation (T1, or T1ρ) 
of abundant nuclei in solids, is heavily 
affected by the spin diffusion process, 
often generating a non-exponential 
relaxation decay. The Population 
Weighted Rate Average (PWRA) is not 
affected by spin diffusion [1] and 
therefore its correct measurement 
could be exploited to obtain reliable 
dynamic information [2] even in the 
presence of spin diffusion. 
The scope of this work is trying to 
apply and compare the following 
different PWRA estimation methods:
1) Exponential fitting
2) Polynomial fitting
3) Neural Network Ensemble

Methods:   
  •Test data: Synthetic relaxation dacays generated using 2 or 3 exponential function with 3 combination of relaxation 
times ranging form 15 to 45 au, 5 weight combination and two white noise intensity 15 and 50. Linearly sampled on 41 
points rangeing from 0.01 to 40 au. Globally 3000 sets of data were generated and tested with the three different 
methods.   
  •Exponential fit: We fit 2 or 3 exponential components to our data using the software Mathematica   
  •Polynomial fit:  We fit 4th order polynomials to estimate the gradient of the decay at t=0 which is equal to minus the 
PWRA   
  •Neural Network Ensemble: We train 50 NN (7 Dense layers) to estimate the PWRA from the experimental data, and 
then we take the average between their estimations
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